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Abstract—The next generation wireless communications aim-
ing at enhancing capacity and massive connectivity significantly
over high-frequency bands urge the development of novel mul-
tiple access technologies. In this paper, we propose a new type
of space-division multiple access (SDMA), called holographic-
pattern division multiple access (HDMA). We develop the princi-
ple for HDMA with the main idea of mapping the intended signals
for receivers to a superposed holographic pattern. The multi-user
holographic beamforming scheme for HDMA is then presented.
Based on the theoretical analysis, we find that there exists an
optimal holographic pattern such that the sum rate with simple
zero-forcing precoding can achieve the asymptotic capacity of the
HDMA system. Simulation results verify the theoretical analysis
and show that the HDMA scheme outperforms the traditional
SDMA scheme in terms of both the cost-efficiency and the sum
rate.

Index Terms—Holographic-pattern division multiple access,
Reconfigurable holographic surface, Asymptotic capacity anal-
ysis, Holographic pattern design

I. INTRODUCTION

The space-division multiple access (SDMA) scheme is
envisioned as one of the promising candidates to handle
the exponentially increasing data transmission demands by
exploiting the spatial diversity [1]. It was first proposed
in multi-BS systems by exploiting spatial diversity among
different BSs. Based on different spatial signatures of the
BSs, different BSs can transmit signals in the same time slots
without interfering with each other [2]. Evolving from multi-
BS systems, multiple-input multiple-output (MIMO) systems
based on the SDMA scheme have been proposed [3], where a
BS simultaneously transmits multiple beams in different direc-
tions [4]. By scaling up MIMO by orders of magnitude, mas-
sive MIMO systems with large-scale phased arrays have drawn
great attention due to their capabilities of highly directional
beamforming and significant capacity enhancement [5], [6].

Nowadays, due to the enormous growth in the number of
mobile devices [7], the next generation wireless communica-
tions look forward to enhancing capacity and massive connec-
tivity significantly over high-frequency bands through ultra-
massive MIMO systems [8]. However, the inherent defects
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of phased arrays limit the future development of ultra-massive
MIMO systems. Specifically, considering the tradeoff between
manufacturing difficulty and radiation performance, the ele-
ment spacing of a phased array is usually no less than half
wavelength [9], which restricts its directive gain for a given
physical dimension. In addition, as the physical dimensions
of phased arrays relying on costly components (such as phase
shifters) scale up, the implementation of ultra-massive MIMO
systems in practical engineering becomes prohibitive from
both cost and power consumption perspectives [10]. Hence,
there is an urgent need for developing novel multiple access
technologies to meet the exponentially increasing data demand
while covering the shortages of the traditional SDMA scheme.

Owing to the recent breakthrough of the reconfigurable
metamaterial-based antennas, it is now possible to regulate
electromagnetic waves via software instead of costly hard-
ware components [11], [12]. Different from phased arrays,
metamaterial-based antennas have compact structures where
the element spacing is no larger than one quarter wave-
length [13], enabling a higher directive gain in a smaller
physical dimension. As one of the representative metamaterial
antennas, reconfigurable holographic surfaces (RHSs) inlaid
with numerous metamaterial radiation elements serving an-
tennas integrated with transceivers have been proposed [14].
Specifically, the feeds of the RHS are embedded in the bottom
layer of the RHS to generate the incident electromagnetic
waves, enabling an ultra-thin structure. The RHS utilizes the
metamaterial radiation elements to construct a holographic
pattern based on the holographic interference principle [15].
Each element can thus control the radiation amplitude of the
incident electromagnetic waves electrically to generate desired
directional beams [16].

It is worth mentioning that RHSs are different from another
hardware technology for wireless communication enhance-
ment called reconfigurable intelligent surfaces (RISs) [17],
which can reflect the incident signals and generate directional
beams towards receivers directly. Unlike the feeds of RHSs
embedded in meta-surfaces [18], the feeds of RISs are on
the outside of the meta-surface due to their reflection char-
acteristic [19]. Due to their different physical structures, RISs
are widely used as a relay such that two channels (i.e., the
channel from the transmitter to the RIS and the channel from
the RIS to the receiver) should be considered in RIS-aided
communications [20]. Differently, RHSs can serve as transmit
and receive antennas directly, and only one channel (i.e., the
channel between the RHS and the receiver/transmitter) needs
to be considered in RHS-aided communications. Benefitting
from the above characteristics, RHSs provide a powerful yet
lightweight solution to fulfill the challenging visions in next
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generation wireless communications and have attracted wide
attention from industry [21]. Two commercial prototypes of
RHSs have already been proposed by Pivotal Commwave and
Kymeta. Pivotal Commwave has provided customized RHS
systems from 1GHz to 70GHz to extend the coverage of cellu-
lar communications [22]. Kymeta together with Microsoft has
developed the commercial RHS for satellite communications
to respond to natural disasters [23].

In this paper, we propose a new type of SDMA, called
holographic-pattern division multiple access (HDMA) by u-
tilizing the superposition of different holographic patterns to
serve multiple users. Specifically, in the HDMA, the transmit-
ter superposes all holographic patterns corresponding to the
receivers in different directions to generate a superposed holo-
graphic pattern, and thus, the transmitted data is mapped onto
the superposed holographic pattern. When the electromagnetic
waves generated by the feeds excite this holographic pattern,
the signals intended for the receivers can be differentiated,
i.e., the RHS can generate multiple desired directional beams
towards different receivers. The directive gain brought by
HDMA can be further improved by the compact element
spacing of the RHS, implying that the HDMA system has
more potential in enhancing capacity and massive connectivity
compared with the traditional SDMA system.

Based on the principle of the HDMA, we analyze the
asymptotic capacity and the sum rate of an HDMA multi-
user wireless communication system. An optimal holographic
pattern design scheme is thus required for asymptotic capacity
achievement. This is a non-trivial task due to the following two
reasons. For one thing, the holographic pattern design is based
on an amplitude-controlled method, which is different from
the traditional SDMA system realized by a phase-controlled
method. For the other, the coupling between all radiation
elements with the propagating reference wave complicates
the theoretical analysis of the HDMA system as well as the
holographic pattern design.

By addressing the above challenges, we contribute to the
research on the HDMA wireless communication system in the
following ways.
• We present the concept of HDMA. Specifically, the prin-

ciple and multi-user holographic beamforming scheme
for HDMA are illustrated. An HDMA wireless commu-
nication system is then considered where a BS equipped
with an extremely large-scale RHS transmits signals to
multiple users via the HDMA scheme. We analyze the
asymptotic capacity and the sum rate with ZF precoding
of the HDMA wireless communication system.

• We obtain two important results of the HDMA scheme.
First, a closed-form optimal holographic pattern to
achieve the asymptotic capacity of the HDMA wireless
communication system is derived (Proposition 2 and Re-
mark 2). Second, the derived optimal holographic pattern
can make the sum rate with simple ZF precoding achieve
the asymptotic capacity (Proposition 6). In addition, the
closed-form lower and upper bounds of the data rate in a
special single-user communication case are also derived.

• Simulation results verify the theoretical analysis about the
capacity and the sum rate of the HDMA wireless com-

Fig. 1. Physical structure of RHS

munication system. It also shows that the HDMA wire-
less communication system outperforms the traditional
SDMA system in terms of capacity and the maximum
number of accessed users.

The rest of this paper is organized as follows. In Section
II, we introduce the basics of an RHS and the principle of
HDMA. In Section III, we introduce an HDMA wireless
communication system and give the channel model. In Sec-
tion IV, we present the multi-user holographic beamforming
scheme and the asymptotic capacity of the HDMA system.
In Section V, we derive a closed-form optimal holographic
pattern to achieve the asymptotic capacity. In Section VI, based
on the derived optimal holographic pattern, we evaluate the
performance of the HDMA system. The simulation results are
presented in Section VII. Finally, the conclusions are drawn
in Section VIII.

Notation: Scalars are denoted by italic letters, vectors and
matrices are denoted by bold-face lower-case and upper-case
letters, respectively. For a complex scalar x, x∗ denotes its
conjugate, |x| denotes its modulus, and Re(x) denotes its real
part. For a vector v, vT denotes its transpose, |v| denotes
its Euclidean norm, and diag{v} denotes the diagonal matrix
whose diagonal element is the corresponding element in v.
For a matrix G, GH denotes its conjugate transpose, and
[G]i,j denotes the element in the i-th row and the j-th
column. IL denotes the identity matrix of size L. Furthermore,
E(·) and Tr(·) denote the expectation and the trace operator,
respectively.

II. HOLOGRAPHIC-PATTERN DIVISION MULTIPLE ACCESS

In this section, we introduce the structure and properties of
an RHS, based on which the principle of HDMA is illustrated.

A. Basics of an RHS

An RHS is a leaky-wave antenna mainly consisting of
three parts, i.e., K feeds, a waveguide, and N sub-wavelength
metamaterial radiation elements. Specifically, as shown in
Fig. 1, the feeds are embedded in the bottom layer of the
RHS and generate the incident electromagnetic waves, which
are also called reference waves, carrying intended signals
for users [18]. The waveguide playing the role of guiding
structure then guides the reference wave to propagate on it.
During the propagation process, the reference wave radiates
its energy through the radiation elements into free space and
the radiated wave is also known as the leaky wave [21], where
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Fig. 2. Geometrical relation between the extremely large-scale RHS and
object beam

the waveform of the leaky wave is the same as that of the
transmit signal.

Since the electromagnetic response of the radiation elements
can be intelligently controlled via a simple diode-based am-
plitude controller, the RHS utilizes the radiation elements to
construct a holographic pattern, which records the interference
between the reference wave and the desired object wave [15].
The leaked wave from each element can then be shaped
independently according to the holographic pattern, and the
superposition of the leaked waves from different elements
finally generates the desired directional beams.

Therefore, the basic working principles and specific imple-
mentation of an RHS are different from those of a phased
array. As for basic working principles, the traditional phased
array realizes beamforming by controlling the phase of the
electromagnetic wave propagating along each antenna of the
array. Differently, the RHS can achieve amplitude-controlled
beamforming by controlling the radiation amplitude of the
reference wave propagating along the waveguide. As for
specific implementations, unlike the phased array with com-
plex phase-shifting circuits with numerous phase shifters, the
metamaterial radiation elements of the RHS can be fabricated
by loading RF switches or tunable materials rather than costly
hardware components. In addition, the phased array utilizes
the method of parallel feeding where each radiation element
has an equal long feeding line, thereby providing in-phase
feed. The RHS utilizes the method of series feeding where
radiation elements are located progressively farther and farther
away from the feed point. The reference wave generated by
the feeds excites the radiation elements one by one.

B. Principle of HDMA
The main characteristic of the HDMA is to map the

transmitted data onto a holographic pattern according to the
holographic interference principle. Utilizing the holographic
pattern, the RHS can control the radiation amplitude of the
leaky wave at each element effectively to obtain the desired
signal transmission directions. The specific principles of con-
structing the holographic pattern and realizing HDMA are
elaborated as below.

1) Holographic Pattern Construction: As shown in Fig. 2,
we adopt the Cartesian coordinate where the y − z plane
coincides with the RHS, and the x-axis is vertical to the
RHS. The RHS is centered at the origin. The number of
radiation elements along the y-axis and z-axis is denoted
as Ny and Nz , respectively, satisfying N = Ny × Nz . The
inter-element spacing along the y-axis and z-axis is denoted
as dy and dz , respectively. For notational convenience, it is
assumed that both Ny and Nz are odd numbers. Therefore,
the position vector of the (ny, nz)-th element is rny,nz =

[0, nydy, nzdz]
T , where ny = {0,±1,±2, · · · ,±Ny−1

2 } and
nz = {0,±1,±2, · · · ,±Nz−1

2 }.
At the (ny, nz)-th radiation element, the reference wave

generated by feed k and the wave propagating in free space
with a direction of (θ0, ϕ0) can be given by [24]

Ψref (rkny,nz ) = exp(−jks · rkny,nz ), (1)

Ψobj(rny,nz , θ0, ϕ0) = exp(−jkf · rny,nz ), (2)

where ks is the propagation vector of the reference wave,
rkny,nz is the distance vector from the feed k to the (ny, nz)-
th radiation element, and kf is the desired directional prop-
agation vector in free space. The interference between the
reference wave and the object wave is defined as

Ψintf (rkny,nz , θ0, ϕ0) = Ψobj(rny,nz , θ0, ϕ0)Ψ∗ref (rkny,nz ).
(3)

The information contained in Ψintf , which is also called holo-
graphic pattern, is supposed to be recorded by the radiation
elements. When the holographic pattern is excited by the
reference wave, we have ΨintfΨref ∝ Ψobj |Ψref |2, and thus,
the wave propagating in the direction (θ0, ϕ0) is generated.

To construct the holographic pattern given in (3), each radi-
ation element controls the radiation amplitude of the reference
wave instead of conventional phase shifting. Specifically, the
phase of the reference wave at each element is determined
by the position of the element as given in (1). The radiation
elements whose reference waves are in phase with the object
wave are tuned to radiate strongly (large amplitude), while the
radiation elements that are out of phase are detuned so as not
to radiate (small amplitude) [24].

Note that the real part of the interference (i.e., Re[Ψintf ]),
i.e., cosine value of the phase difference between the reference
wave and the object wave, decreases as the phase difference
grows, which exactly meets the above amplitude control
requirements. Therefore, Re[Ψintf ] can represent the radiation
amplitude of each element. To avoid negative value, Re[Ψintf ]
is normalized to [0, 1]. The holographic pattern m to generate
the beam propagating in the direction (θ0, ϕ0) can then be
parameterized mathematically by

m(θ0, ϕ0) =
Re[Ψintf (θ0, ϕ0)] + 1

2
, (4)

and thus, the radiation amplitude of each element in the
holographic pattern m(θ0, ϕ0) is

m(rkny,nz , θ0, ϕ0) =
Re[Ψintf (rkny,nz , θ0, ϕ0)] + 1

2
. (5)
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Fig. 3. Illustration of HDMA

2) Principle of HDMA: The HDMA utilizes the superposi-
tion of the holographic pattern to map all transmitted data
to a single holographic pattern on the RHS, and thus, the
signals intended for the users can be differentiated, i.e., the
RHS can generate multiple desired directional beams pointing
to the users. Specifically, the holographic pattern of the RHS
can be calculated as a weighted summation of the radiation
amplitude distribution corresponding to each object beam
according to (5).

Denote the users served by the RHS as L = {1, 2, · · · , L},
and their zenith and azimuth angles in terms of the origin as
θl and ϕl, respectively. The holographic pattern m, i.e., the
normalized radiation amplitude of each radiation element can
then be given by

mny,nz =

L∑
l=1

K∑
k=1

al,km(rkny,nz , θl, ϕl), (6)

where al,k is the amplitude ratio for the beam pointing to user
l from feed k satisfying

∑L
l=1

∑K
k=1 al,k = 1. This constraint

is set to guarantee that the radiation amplitude of each RHS
element mny,nz lies in [0,1].

An illustrative example for HDMA: Fig. 3 shows an ex-
ample of data mapping according to the HDMA. For simplici-
ty, we assume that the BS transmits signals to two users via an
RHS1. The feeds of the RHS are assumed to be located close
to the origin, where rkny,nz ≈ rny,nz ,∀k. Denote the zenith
and azimuth angles of the user l (l = 1, 2) as (θl, ϕl). Based
on (5), we have m(r1

ny,nz , θl, ϕl) = m(r2
ny,nz , θl, ϕl) = · · · =

m(rKny,nz , θl, ϕl) = m(rny,nz , θl, ϕl), and thus, the index k
can be omitted. The normalized radiation amplitude of each
radiation element in the holographic pattern ml corresponding
to user l can then be denoted as {m(rny,nz , θl, ϕl)}. In the
HDMA, user 1 and user 2 are multiplexed on a holographic
pattern, i.e., the RHS maps the intended signals for these
two users onto a single holographic pattern superposed by
holographic patterns m1 and m2, which can be given by

m = a1m1 + a2m2 ⇔
mny,nz = a1m(rny,nz , θ1, ϕ1) + a2m(rny,nz , θ2, ϕ2).

(7)

Denote the signals transmitted to users as s = [s1, s2]T ,
and the precoding vector at the BS as V ∈ CK×2. Since the
RHS is a leaky-wave antenna, the leaky-wave effect makes the
amplitude of the reference wave carrying the signals gradually

1The specific transmission model for general HDMA wireless communica-
tion systems will be presented in Section III.

Fig. 4. HDMA wireless communication system aided by an extremely large-
scale RHS

decrease as it propagates along the waveguide [25]. Denote
the attenuation constant during the propagation process of the
reference wave as α, and thus, the amplitude attenuation of the
reference wave when it propagates to the (ny, nz)-th element
from feed k is e−α|r

k
ny,nz

|. Therefore, in HDMA, s1 and s2 are
superposed as x = MVs, where M ∈ CNyNz×K is composed
of the following elements:

Mk
ny,nz = mny,nz · e

−α|rkny,nz | · e−jks·r
k
ny,nz , (8)

where e−jks·r
k
ny,nz denotes the phase of the reference wave

when it propagates to the (ny, nz)-th radiation element from
the feed k. The received signal at user l can then be given by

yl = Hlx + nl = HlMVs + nl, (9)

where Hl ∈ C1×NyNz is the channel coefficient matrix
between user l and the RHS, nl ∼ CN (0, σ2) is the additive
white Gaussian noise (AWGN). The data rate of user l can
then be given by

Rl = log2

(
1 +

|HlMVl|2

σ2 +
∑
l′ 6=l |HlMVl′ |2

)
, (10)

where Vl is the l-th column of V.
In the HDMA, the RHS can generate two beams pointing

to these two users through the superposed holographic pattern
m. For each user l, the interference from the other user can be
alleviated by the precoder V at the BS such as the ZF precoder
and the MMSE precoder [26], and thus, the quality-of-service
of each user can be guaranteed. After user l receives the signal
yl, it down-converts the received signal to the baseband and
then recovers the final signal.

III. SYSTEM MODEL

In this section, we introduce an HDMA wireless communi-
cation system where a BS with an extremely large-scale RHS
serves multiple users via holographic beamforming, based on
which the channel model is constructed.
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A. Scenario Description

As shown in Fig. 4, we consider a downlink HDMA wireless
communication system, where a BS equipped with an extreme-
ly large-scale RHS transmits to multiple single-antenna users
denoted as L = {1, 2, · · · , L}. By leveraging the principle
of HDMA, the RHS maps all transmitted data to a single
holographic pattern. When the reference wave carrying the
transmitted signals excites the holographic pattern, the RHS
can achieve beamforming without relying on complex phase-
shifting circuits and bulky mechanics, and such a beamforming
technique is also known as holographic beamforming.

B. Channel Model

Note that for an extremely large-scale RHS satisfying Ny →
∞ and Nz →∞, the distance between the RHS and the user
will be shorter than the Rayleigh distance, where rRay = 2D2

λ ,
D = max(Nydy, Nzdz) is the maximum dimension of the
RHS and λ is the wavelength [27]. Thus, the users are likely
to be located in the near-field region of the RHS. The signal
propagation distance and its phase are different with respect
to each element, and thus, the conventional UPW model
in the far-field region does not hold. The general spherical
wave model is utilized to describe the variation of the signal
propagation distances and its phase for different elements [28].

Denote the distance between each user l and the o-
rigin as dl, the zenith and azimuth angles as θl and
ϕl, and thus, the position vector of user l is dl =
[dl sin θl cosϕl, dl sin θl sinϕl, dl cos θl]

T . The distance vector
from the (ny, nz)-th element to user l can then be given
by dlny,nz = dl − rny,nz . We adopt the free-space line-of-
sight (LoS) propagation2 in the considered HDMA system,
and the reasons are given as below. For one thing, the LoS
propagation is widely utilized in the theoretical analysis of
the fundamental performance limits and asymptotic behaviors
[29], [30], which can make the calculation of analytic bounds
on system performance tractable. For the other, an extremely
large-scale RHS is naturally deployed much higher above the
sea level such as on the top of BSs, and thus, LoS paths will
dominate.

Denote the size of each radiation element as A =
√
A×
√
A,

and thus, the surface domain of the (ny, nz)-th element is
Any,nz = [nydy−

√
A

2 , nydy+
√
A

2 ]×[nzdz−
√
A

2 , nzdz+
√
A

2 ].
Since the size of each radiation element is far smaller than the
signal propagation distance between an element and the user,
the variation of the signal propagation distance across different
points in a radiation element is negligible. The channel power
gain between user l and the (ny, nz)-th element can then be
expressed as

|hlny,nz |
2 =

∫∫
Any,nz

Gl

(
λ

4π|dlny,nz |

)2

dydz=
Aλ2Gl

(4π)2|dlny,nz |2
,

(11)

2Since the free-space LoS propagation is adopted and the large-scale fading
channel does not outdate in a period of time, the BS only needs to obtain
the distance information. The exchange process of the signaling information
between the BS and users for channel estimation is that each user sends pilot
signals to the BS. The BS can then obtain the distance information based on
the received signal strength (RSS) [31].

Fig. 5. HDMA transmission block diagram

where λ is the wavelength of the signal in free space, Gl is the
antenna gain of each user. Therefore, considering the variation
of signal phase for different elements, the channel coefficient
between user l and the (ny, nz)-th element can be given by

hlny,nz =
λ
√
Gl
√
A · e−jkf ·d

l
ny,nz

4π‖dlny,nz‖

=
λ
√
Gl
√
A · e−jkf ·d

l
ny,nz

4π
√
d2
l − 2dlΦlnydy − 2dlΘlnzdz + n2

yd
2
y + n2

zd
2
z

,

(12)

where kf is the propagation vector in free space, Φl =
sin θl sinϕl, and Θl = cos θl.

IV. MULTI-USER HOLOGRAPHIC BEAMFORMING

In this section, we present the multi-user holographic beam-
forming scheme for HDMA. Following that, the capacity of
the HDMA wireless communication system is given.

To serve the users simultaneously, as shown in Fig. 5,
the BS first encodes the data streams for different users
via a digital beamformer V ∈ CK×L at baseband, since
the RHS does not have any digital processing capability.
The processed signals are then up-converted to the carrier
frequency by passing through K RF chains. Specifically, each
RF chain is connected with a feed of the RHS. After up-
converting the transmitted signals to the carrier frequency,
each RF chain sends the up-converted signals to its connected
feed. The feed then transforms the high-frequency current
into the electromagnetic wave, which is also called reference
wave, propagating on the RHS. The reference waves will be
transformed into leaky waves through radiation elements on
the RHS and leak out energy into free space for radiation,
where the radiation amplitude of the reference wave at each
radiation element is controlled via a holographic beamformer
M ∈ CNyNz×K to generate desired directional beams pointing
to the users. Based on the principle of HDMA, the holographic
beamforming matrix M ∈ CNyNz×K is then formed by the
following elements

Mk
ny,nz = mny,nz · e

−α|rkny,nz | · e−jks·r
k
ny,nz , (13)

where mny,nz is the holographic pattern given in (6), and
e
−jks·rkny,nz denotes the phase of the reference wave when it

propagates to the (ny, nz)-th radiation element from feed k.
Without loss of generality, it is assumed that the signals

are transmitted under a power allocation matrix3 P satisfying

3Since we mainly focus on the holographic pattern design for asymptotic
capacity analysis, the power allocation matrix P is assumed to be a constant
matrix in the following.
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[G]l,k=
λ
√
Gl
√
Adle

−jkf ·dl

4πdydz

∫∫
A

e−αdl
√

(y−yk/dl)2+(z−zk/dl)2−jωl,k√
1− 2yΦl − 2zΘl + y2 + z2

·

[
L∑
l′=1

K∑
k′=1

al′,k′(1 + cosωl
′,k′

ny,nz )

2

]
dydz. (17)

Tr{PPH} = P , where P is the total transmit power at the
BS. Denote the intended signal vector for L users as s ∈ CL×1

satisfying E[ssH ] = IL. Therefore, the transmitted signals at
the BS are VPs. After the holographic beamforming by the
RHS integrated with the BS, the received signal at the users
can then be given by

y = HMVPs + n, (14)

where H ∈ CL×NyNz is the channel matrix composed
of element hlny,nz as given in (12), M is the holographic
beamforming matrix as given in (13), and n ∼ CN (0, σ2)
is the AWGN.

The capacity of the HDMA wireless communication system
can be achieved by dirty paper coding (DPC) [32], where the
interference among the users can be eliminated by utilizing
the DPC scheme at the BS. Specifically, the capacity can be
given by [33]

C =

L∑
l=1

log2

(
1 +

Pl
σ2

[GGH ]l,l

)
, (15)

where Pl = [PPH ]l,l, the equivalent channel matrix G =
HM consists of following elements:

[G]l,k =

Ny−1

2∑
ny=−Ny−1

2

Nz−1
2∑

nz=−Nz−1
2

hlny,nzM
k
ny,nz . (16)

Based on the channel model given in (12) and the holographic
beamforming matrix given in (13), the following proposition
about the specific expression of [G]l,k can be derived.
Proposition 1. The equivalent channel [G]l,k can be expressed
as (17), where A =

{
(y, z)

∣∣∣|y| ≤ Nydy
2dl

, |z| ≤ Nzdz
2dl

}
is the

integral domain, (yk, zk) is the position of feed k, and

ωl,kny,nz = kf · rny,nz − ks · rkny,nz
= dl · |kf | · (yΦl + zΘl)−
dl · |ks|·

√
(y − yk/dl)2 + (z − zk/dl)2.

(18)

Proof: See Appendix A.

V. HOLOGRAPHIC PATTERN DESIGN

In this section, we develop a holographic pattern optimiza-
tion scheme to achieve the asymptotic capacity of the HDMA
wireless communication system aided by an extremely large-
scale RHS.

Based on the expression of the capacity given in (15), the
holographic pattern optimization problem can be formulated as

max
{al,k}

L∑
l=1

log2

(
1 +

Pl
σ2

[GGH ]l,l

)
, (19a)

s.t.
L∑
l=1

K∑
k=1

al,k = 1. (19b)

Remark 1. According to the above holographic pattern
optimization problem, it can be seen that the number of
variables to be optimized (i.e., {al,k}) is L×K. Differently,
in a traditional SDMA system with K RF chains and N
transmit antennas, the size of the phase-controlled analog
beamformer is N ×K, indicating that N ×K phase shifters
need to be optimized [10]. Since the number of users is
less than the number of antenna elements, i.e., L < N in
general, the precoding complexity of the HDMA system is less
than that of the traditional SDMA system. Besides, different
from the traditional SDMA system relying on complex phase-
shifting circuits, HDMA with RHS is realized by metamaterial
radiation elements with controllable radiation amplitude. Such
metamaterial radiation elements can be fabricated by loading
low-power and low-complexity RF switches such as PIN
diodes, and their radiation amplitude can be changed by
controlling the biased voltage applied to these RF switch-
es [22]. Thus, the HDMA system is envisioned to be of lower
complexity than the traditional SDMA system.

To solve this problem, we first present the following two
lemmas about the properties of the equivalent channel matrix
G when the RHS is extremely large.
Lemma 1. For an extremely large-scale RHS satisfying Ny →
∞ and Nz →∞, [G]l,k can be approximated by

[G]l,k =
al,kλ

√
Gl
√
Adl · e−jkf ·dl

16πdydz
·∫∫

A

e−αdl
√

(y−yk/dl)2+(z−zk/dl)2√
1− 2yΦl − 2zΘl + y2 + z2

dydz.

(20)

Proof: See Appendix B.
The following lemma can then be derived from Lemma 1.

Lemma 2. For an extremely large-scale RHS satisfying Ny →
∞ and Nz →∞, [GGH ]l,l can be given by

[GGH ]l,l =
λ2GlAd

2
l

256π2d2
yd

2
z

K∑
k=1

a2
l,kI

2
l,k, (21)

where Il,k is defined as

Il,k =

∫∫
A

e−αdl
√

(y−yk/dl)2+(z−zk/dl)2√
1− 2yΦl − 2zΘl + y2 + z2

dydz. (22)

The holographic pattern optimization problem given in (19)
can then be rewritten as

max
{al,k}

L∑
l=1

log2

(
1 +

Plλ
2GlAd

2
l

256σ2π2d2
yd

2
z

K∑
k=1

a2
l,kI

2
l,k

)
, (23a)

s.t.
L∑
l=1

K∑
k=1

al,k = 1. (23b)
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Proposition 2. The capacity can be upper bounded by

C ≤
L∑
l=1

log2

(
1 +

Plλ
2GlAd

2
l

256σ2π2d2
yd

2
z

(
K∑
k=1

al,k)2( max
1≤k≤K

Il,k)2

)
,

(24)
where the equality holds when al,k satisfies4{

al,k 6= 0, k = k∗l ,

al,k = 0, k 6= k∗l ,
(25)

where for each user l, k∗l = arg max
1≤k≤K

Il,k.

Proof: See Appendix C.
Remark 2. Proposition 2 reveals that in an HDMA wire-
less communication system, the asymptotic capacity can be
achieved if and only if the holographic pattern m is formed
by the following elements

mny,nz =
L∑
l=1

a∗lm(r
k∗l
ny,nz , θl, ϕl), (26)

where a∗l will be given in (29), m(r
k∗l
ny,nz , θl, ϕl) is given

in (5).
For notational convenience, we define Il =

Plλ
2GlAd

2
l

256σ2π2d2yd
2
z
(Il,k∗l )2 and al = al,k∗l . Therefore, based on

(23), the holographic pattern optimization problem can be
simplified as

max
{al}

L∑
l=1

log2

(
1 + Ila

2
l

)
, (27a)

s.t.
L∑
l=1

al = 1. (27b)

To derive the optimal solution of {a∗l }, we adopt the
Lagrangian dual form to relax the constraint (27b) with a
multiplier since problem (27) is a maximization problem with
an equality constraint. Denote β as the Lagrangian multiplier
associated with the constraint (27b). The Lagrangian associ-
ated with holographic pattern design can be given by

L(al, β) =

L∑
l=1

log2

(
1 + Ila

2
l

)
− β(

L∑
l=1

al − 1). (28)

By setting ∂L/∂al = 0, the optimal {a∗l } and β∗ can be
obtained by solving the following system of equations:

a∗l =
1

β∗ ln 2
+

√
1

(β∗ ln 2)2
− 1

Il
,

L∑
l=1

a∗l = 1.

(29)

Therefore, the holographic pattern m can be obtained by
substituting {a∗l } into (6), i.e., the holographic pattern m is
formed by the following elements

mny,nz =
L∑
l=1

a∗lm(r
k∗l
ny,nz , θl, ϕl), (30)

4For simplicity, we assume that for each fixed l, there exists a unique k
maximizing {Il,k}Kk=1.

where m(r
k∗l
ny,nz , θl, ϕl) is given in (5).

Proposition 3. When Il satisfies min
l
Il ≥ 12(L − 1)2, the

optimal solution given by (29) is the global optimal solution
to problem (19)5.

Proof: See Appendix D.
Based on (29) and Proposition 2, we have the following

proposition.
Proposition 4. For an extremely large-scale RHS satisfying
Ny →∞ and Nz →∞, the capacity of the HDMA wireless
communication system can be given by

C̃ =
L∑
l=1

log2

(
1 + Il(a

∗
l )

2
)

=
L∑
l=1

log2

(
1 +

Plλ
2GlAd

2
l

256σ2π2d2
yd

2
z

(a∗l )
2(Il,k∗l )2

)
,

(31)

where a∗l is given in (29) and Il,k∗l can be obtained by (22).
Remark 3. The assumption of an extremely large-scale RHS
is only utilized in the proof of Lemma 1 (i.e., Appendix B) to
make the proof more rigorous mathematically. In Section VII,
we will verify that the holographic pattern design scheme and
performance analysis in the HDMA system with an extremely
large-scale RHS also hold for the HDMA system with a
normal-sized RHS.

VI. PERFORMANCE ANALYSIS

In this section, we first analyze the relation between the
sum rate with ZF precoding and the capacity of the HDMA
wireless communication system. It is demonstrated that for an
extremely large-scale RHS, the optimal holographic pattern
proposed in Section V can make the sum rate with ZF
precoding achieve the asymptotic capacity. Following that,
we consider a special case of a single-user communication
scenario where the specific forms of upper and lower bounds
of the data rate are given. Finally, we compare the performance
of the HDMA system and the traditional SDMA system.

A. Sum Rate

Since the ZF precoder can obtain a near-optimal solution
with low complexity, we consider ZF precoding together with
power allocation at the BS to alleviate the inter-user interfer-
ence [8]. The l-th column of the ZF precoder V ∈ CK×L can
be given by

Vl =
Wl

|Wl|
, (32)

where Wl is the l-th column of matrix GH(GGH)−1 and
G = HM. Based on the expression of V, the following
proposition can be derived.
Proposition 5. The data rate of user l can be given by

Rl = log2

(
1 +

Pl

σ2[(GGH)−1]l,l

)
. (33)

Proof: See Appendix E.

5When Ny = Nz = 100, under the parameter settings given in Section
VII, the magnitude of min

l
Il is about 105. Therefore, for an extremely large-

scale RHS satisfying Ny → ∞ and Nz → ∞, the condition min
l
Il ≥

12(L− 1)2 can be easily satisfied.

Authorized licensed use limited to: Peking University. Downloaded on January 27,2022 at 11:17:51 UTC from IEEE Xplore.  Restrictions apply. 



0733-8716 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSAC.2022.3143221, IEEE Journal
on Selected Areas in Communications

8

k∗l = arg min
1≤k≤K

dlk = arg min
1≤k≤K

√
(yk − dlΦl)2 + (zk − dlΘl)2 + (dl sin θl cosφl)2. (35)

Rs = log2

(
1 +

P |HM|2

σ2

)
= log2

1 +
Pλ2GA

64σ2π2

∣∣∣∣∣∣∣
Ny−1

2∑
ny=−Ny−1

2

Nz−1
2∑

nz=−Nz−1
2

e−α
√
n2
yd

2
y+n2

zd
2
z · e−jωny,nz · (1 + cosωny,nz )√

d2 − 2dΦnydy − 2dΘnzdz + n2
yd

2
y + n2

zd
2
z

∣∣∣∣∣∣∣
2 .

(39)

Therefore, the sum rate with ZF precoding of the HDMA
communication system can be given by

R =
L∑
l=1

Rl =
L∑
l=1

log2

(
1 +

Pl

σ2[(GGH)−1]l,l

)
. (34)

B. Relation between Sum Rate and Capacity

Based on Proposition 2, the asymptotic capacity is deter-
mined by {al,k}, which is related to k∗l and Il,k. The properties
about k∗l and Il,k are given in the following lemma.
Lemma 3. Define the distance between user l and feed k as
dlk. For an extremely large-scale RHS satisfying Ny →∞ and
Nz →∞, Il,k given in (22) decreases as dlk grows, and thus,
k∗l can be given by (35).

Proof: See Appendix F.
Combining Proposition 2 and Lemma 3 also gives the

following proposition about the relation between the sum rate
with ZF precoding and the asymptotic capacity of the HDMA
wireless communication system.
Proposition 6. In an HDMA wireless communication system
aided by an extremely large-scale RHS, the sum rate with
ZF precoding can achieve the asymptotic capacity when the
following conditions are satisfied: (1) The feed closest to each
user is different, i.e., k∗l1 6= k∗l2 ,∀l1 6= l2; (2) The holographic
pattern m is formed by the following elements

mny,nz =

L∑
l=1

a∗lm(r
k∗l
ny,nz , θl, ϕl), (36)

where a∗l is given in (29), m(r
k∗l
ny,nz , θl, ϕl) is given in (5).

Proof: See Appendix G.

C. Special Case: Data Rate of the Single-User Communica-
tion System

In the single-user wireless communication case where the
BS with an RHS transmits to a single user, the received signal
at the user can be given by

y=HM
√
Ps+w =

Ny−1

2∑
ny=−Ny−1

2

Nz−1
2∑

nz=−Nz−1
2

hny,nzMny,nz

√
Ps+w,

(37)
where the user index l is omitted, hny,nz is given in (12).
Based on (5) and (13), Mny,nz can be given by

Mny,nz =
cosωny,nz + 1

2
· e−α|rny,nz | · e−jks·rny,nz , (38)

where ωny,nz = kf · rny,nz − ks · rny,nz .
Therefore, based on (37) and (38), the data rate in the single-

user case can be given by (39).
Similar to the multi-user case, according to Proposition 2,

for an extremely large-scale RHS satisfying Ny → ∞ and
Nz →∞, Rs can be approximated by

Rs ≈ log2

(
1 +

Pλ2GAd2

256σ2π2d2
yd

2
z

I2

)
, (40)

where I is defined as

I =

∫∫
A

e−αd
√
y2+z2√

1− 2yΦ− 2zΘ + y2 + z2
dydz. (41)

To derive the upper and lower bounds of Rs, we present
the following lemma about the region of I .
Lemma 4. The region of I can be given by (42), which is
shown in the top of the next page.

Proof: See Appendix H.
Proposition 7. For an extremely large-scale RHS satisfying
Ny → ∞ and Nz → ∞, the upper bound of the data rate in
the single-user case can be given by

Rs ≤ log2

(
1 +

Pλ2GAd2

256σ2d2
yd

2
z

[
e−αdΩ(I1 + ΩI2) +

1− (αdΩ + 1)e−αdΩ

α2d2Ψ
+

4− παdY1(αd)− παdH−1(αd)

2αd

]2
)
,

(43)

where Ω =
√

Φ2 + Θ2, Ψ = sin θ cosϕ, Yν(·) is the Bessel
function of the second kind, Hν(·) is the Struve function [34].
I1 and I2 can be expressed as

I1 =
4− παdΨY1(αdΨ)− παdΨH−1(αdΨ)

2αd
,

I2 =
π

2
[H0(αdΨ)−Y0(αdΨ)].

(44)

Proof: See Appendix I.
Proposition 8. For an extremely large-scale RHS satisfying
Ny → ∞ and Nz → ∞, the lower bound of the data rate in
the single-user case can be given by

Rs ≥ log2

{
1 +

Pλ2GAd2

256σ2d2
yd

2
z

·[
4− παdY1(αd)− παdH−1(αd)

αd

]2
}
.

(45)

Proof: See Appendix I.
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∫∫
A

e−αd
√
y2+z2√

1 + y2 + z2
dydz ≤ I ≤ 1

2

∫∫
A

e−αd
√
y2+z2√

1− 2
√

(y2 + z2)(Φ2 + Θ2) + y2 + z2

dydz

+

∫∫
A

e−αd
√
y2+z2√

1 + 2
√

(y2 + z2)(Φ2 + Θ2) + y2 + z2

dydz

 .
(42)

D. Comparison of the HDMA System and the Traditional
SDMA System

In this subsection, we compare the performance of the
HDMA system and that of the traditional SDMA system. Since
the element spacing and the number of radiation elements are
closely related to the capacity, we first give the following
proposition about the influence of the element spacing and
the number of radiation elements on the capacity.
Proposition 9. In the HDMA system, when the physical
dimension of the RHS along the y-axis and z-axis are fixed,
i.e., Nydy and Nzdz are constants, the capacity increases
logarithmically as the inverse of the element spacing dy and
dz grows, i.e., C ∝ log2(dydz)

−1. The capacity also increases
logarithmically with the element number N , i.e., C ∝ log2N ,
where N = NyNz .

Proof: See Appendix J.
In the SDMA system, when the physical dimension of the

phased array is fixed, the capacity also increases logarithmi-
cally with the element number6 N , i.e., C ∝ log2N [9].
Considering that when the physical dimensions of an RHS
and a phased array are the same, the number of elements in
the RHS is much larger than that of the phased array due
to the compact element spacing of the RHS. Therefore, the
HDMA system has great potential in enhancing the capacity
and supporting massive connectivity, which will be verified in
Section VII.
Remark 4. Since the reference wave leaks out energy at each
element during its propagation process, the remaining power
of the reference wave at each element is influenced by the
radiated energy in previous elements along its propagation
path. Therefore, the transmit power is equal to the sum of
the total radiated power from the RHS and the power lost
during the wave propagation, i.e., e−α|r

k
ny,nz

|.
However, the total radiated power from the RHS is hard to

be depicted due to the coupling relation between the adjacent
elements. Therefore, we consider an effective α̂ such that
e
−α̂|rkny,nz | can guarantee the sum of the total radiated power

from the RHS and the power lost during the wave propagation
is no larger than the transmit power7. In this case, since the
transmit power is not fully utilized, (31) presents the lower
bound of the HDMA system capacity when adopting the
effective α̂. Moreover, we will also verify that the decrease of
the capacity brought by α̂ can be compensated by the compact
element spacing in the RHS in Section VII.

6The proof of this statement will also be given in Appendix J.
7The value of α̂ can be determined by numerical simulations varying with

the physical dimension of the RHS.

TABLE I
SIMULATION PARAMETERS

Parameters Values
Transmit power of the BS P (W) 10

Element spacing of the RHS dy and dz (cm) 0.75
Carrier frequency f (GHz) 10

Propagation vector in the free space kf 200π/3
Propagation vector on the RHS ks 200

√
3π/3

Effective attenuation constant α̂ 8
Number of users L 5

Antenna gain of each user Gl (dBi) 10
Noise density σ2

l (dBm/Hz) -174
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Fig. 6. Data rate in the single-user case versus N .

VII. SIMULATION RESULTS

In this section, we evaluate the performance of the HDMA
wireless communication system to validate the theoretical
analysis. Without loss of generality, it is assumed that the
zenith angles of the users {θl} are uniformly distributed
in [0◦, 90◦], while the azimuth angles of the users {ϕl}
are uniformly distributed in [−90◦, 90◦], and the distances
between the users and the origin are uniformly distributed in
[50m, 100m]. The number of the feeds of the RHS is set as the
same as the number of users [16]. Major simulation parameters
are set up based on the existing works [33], [35] and 3GPP
specifications [36] as given in Table I. Moreover, since we
adopt an effective α̂, the simulation results present the lower
bound of the capacity and the sum rate of the HDMA system.

Fig. 6 illustrates the data rate in the special single-user case
Rs versus the number of elements in the RHS N . It can be
seen that Rs increases with N and converges to a constant
value when N is extremely large. More importantly, Fig. 6
also shows that our closed-form upper and lower rate bounds
depicted by (43) and (45) give good approximations of Rs.

Fig. 7 compares the cost-efficiency of the HDMA scheme
and traditional SDMA scheme, where the physical dimension
of the RHS and that of the phased array are the same and fixed.
Specifically, the cost-efficiency metric η is defined as the ratio
of sum rate to hardware cost. In general, hardware cost ratio
of phased array to the RHS of the same number of elements

Authorized licensed use limited to: Peking University. Downloaded on January 27,2022 at 11:17:51 UTC from IEEE Xplore.  Restrictions apply. 



0733-8716 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSAC.2022.3143221, IEEE Journal
on Selected Areas in Communications

10

103 104 105 106

Number of elements N

0

20

40

60

80

100

120

C
os

t-
ef

fic
ie

nc
y 

HDMA
SDMA, =2
SDMA, =6
SDMA, =10

Fig. 7. Cost-efficiency versus the number of elements N .

15 30 45 60 75

Physical dimension along y-axis (cm)

0

10

20

30

40

50

S
y
s
te

m
 c

a
p
a
c
it
y
 C

 (
b
it
s
/s

/H
z
)

Simulated capacity of HDMA

Theoretical capacity of HDMA

Sum rate of HDMA

Capacity of SDMA

Fig. 8. System capacity versus the physical dimension.

β is about 2 ∼ 10 [22], since the phased array requires high-
priced electronic components such as phase shifters at each
element. It can be seen that the cost-efficiency of the HDMA
scheme is first lower and then greater than that of the SDMA
scheme. The main reason is that α̂ decreases the sum rate in
the HDMA scheme, and thus, the phased array can achieve
a higher sum-rate than the RHS with the same number of
elements. However, as the number of elements grows, the
advantage in achieving higher sum rate of the phased array
is insufficient to offset its high hardware cost. Moreover, the
superiority of the HDMA scheme in cost savings becomes
clearer with the number of elements and the cost ratio β.

Fig. 8 depicts the capacity of the HDMA wireless com-
munication system C versus the physical dimension of the
RHS, where the optimal holographic pattern given in (30) is
adopted. We observe that not only for an extremely large-
scale RHS, but also for a normal-sized RHS, the optimal
holographic pattern can make the sum rate with ZF precoding
of the HDMA system achieve the capacity C. The accuracy
of the approximation of the equivalent channel [G]l,k given in
Lemma 1 is also verified.

Fig. 9 shows the maximum number of accessed users L in
the HDMA wireless communication system with ZF precoding
versus the physical dimension of the RHS. For each user, the
threshold of the data rate is set as 5 bits/s/Hz, i.e., when the
total bandwidth is 2MHz, the data rate of each user should be
larger than 10Mbps. We observe that the maximum number
of accessed users grows with the physical dimension of the
RHS and the transmit power P , since the data rate of each
user grows with the number of elements in the RHS and P .

Figs. 8 and 9 also compare the performance of an HDMA
wireless communication system with a traditional multi-user
MIMO system utilizing SDMA in terms of capacity and the
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maximum number of accessed users. For the sake of fairness,
we assume that the physical dimension of the phased array
and that of the RHS are the same. The element spacing of
the phased array in the multi-user MIMO system is set as half
wavelength [10], and that of the RHS is set as one quarter
wavelength according to the effective medium theory [13]. In
the traditional multi-user MIMO system, the ZF precoding is
performed, based on which the traditional analog beamformer
is optimized by the coordinate ascent algorithm. It can be seen
that the HDMA system outperforms the traditional multi-user
MIMO system in terms of capacity and the maximum number
of accessed users as physical dimension of the RHS grows. It
can be seen that the HDMA system significantly outperforms
the traditional multi-user MIMO system in terms of capacity
and the maximum number of accessed users, since the compact
element spacing leads to much more radiation elements in
the RHS. This reveals the potential of the HDMA wireless
communication system in achieving massive connectivity.

Considering that the ZF-based precoding scheme is not
near-optimal at the low signal-to-noise ratio (SNR) regime
in the traditional multi-user MIMO system, Fig. 10 further
compares the sum rate of the HDMA wireless communication
system with that of the traditional multi-user MIMO system,
where both ZF and minimum mean square error (MMSE)-
based solutions are considered for digital precoding in the
MIMO system. It can be seen that the HDMA wireless com-
munication system also outperforms the traditional multi-user
MIMO system with ZF-based digital precoding or MMSE-
based digital precoding in terms of the sum rate.

VIII. CONCLUSIONS

In this paper, we have presented the concept of HDMA
for future wireless communications, where the holographic
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pattern construction of the RHS and the HDMA principles
have been elaborated. Specifically, utilizing the superposition
of the holographic patterns corresponding to the receivers, the
intended signals can be mapped to a superposed holographic
pattern. Based on the multi-user holographic beamforming
scheme for HDMA, the asymptotic capacity and sum rate of an
HDMA wireless communication system aided by an extremely
large-scale RHS have been analyzed. The closed-form optimal
holographic pattern to achieve asymptotic capacity has been
derived. In addition, considering the special single-user case,
we have derived the closed-form lower and upper bounds of
the data rate, which are verified to give an accurate theoretical
approximation of the data rate in the simulations.

Three conclusions can be drawn from the theoretical anal-
ysis and simulation results, providing insights for the HDMA
wireless communication system design. First, based on the
derived optimal holographic pattern, the sum rate with simple
ZF precoding of the HDMA wireless communication system
can achieve the capacity. Such a statement also holds for an
HDMA wireless communication system aided by a normal-
sized RHS. Second, with the same element spacing of the
antenna array, the HDMA scheme provides a powerful solution
to reduce the hardware cost while guaranteeing a high sum-
rate compared with traditional SDMA scheme. Third, with a
compact element spacing of the RHS, the HDMA wireless
communication system outperforms the traditional multi-user
MIMO system in terms of capacity and the maximum number
of accessed users. This indicates that the HDMA scheme
has great potential in capacity improvement and enhancing
massive connectivity.

For future outlook, we remark that although HDMA has
unique advantages over traditional SDMA, several key chal-
lenges remain to be solved such as the channel estimation
scheme for an ultra-large RHS and the incorporation with other
multiple access technologies. Specifically, for one thing, due
to the compact element spacing of the RHS, the overhead
required for channel estimation will be overwhelming for an
ultra-large RHS. Thus, a fast and accurate channel estimation
scheme coupled with the working principle of HDMA is
urgently required to reduce pilot training overhead and channel
state information feedback efficiently. For the other, HDMA
exploiting the spatial domain can be incorporated with other
multiple access technologies such as orthogonal frequency
division multiple access (OFDMA) exploiting the frequency
domain and non-orthogonal multiple access (NOMA) exploit-

ing the power domain. Motivated by the characteristics of
different multiple access technologies, the potential benefits
brought by OFDMA-HDMA systems and NOMA-HDMA
systems are worthy to be explored.

APPENDIX A
PROOF OF PROPOSITION 1

Based on (12) and (13), the equivalent channel [G]l,k can
be given by (46). Define the function g(y, z) as

g(y, z) =
e−αdl

√
(y−yk/dl)2+(z−zk/dl)2√

1− 2Φly − 2Θlz + y2 + z2
· e−jω

k,l
ny,nz ·[

L∑
l′=1

K∑
k′=1

al′,k′(1 + cosωl
′,k′

ny,nz )

2

]
.

(47)

Since dy � dl, dz � dl, based on the definition of
double integral, we have

∑
ny,nz

g
(
nydy
dl

, nzdzdl

)
≈ d2l

dydz
·∫∫

|y|≤Nydy2dl
,|z|≤Nzdz2dl

g(y, z)dydz, where y =
nydy
dl

, z =

nzdz
dl

. [G]l,k can then be expressed as (48), where A ={
(y, z)

∣∣∣|y| ≤ Nydy
2dl

, |z| ≤ Nzdz
2dl

}
. This completes the proof.

APPENDIX B
PROOF OF LEMMA 1

Note that e−jω
l,k
ny,nz ·

[∑L
l′=1

∑K
k′=1

al′,k′ (1+cosωl
′,k′
ny,nz

)

2

]
can

be rewritten as (49), which is shown in the top of the next
page. We need to prove that for an extremely large-scale RHS
satisfying Ny → ∞ and Nz → ∞, the integral of the items
containing sine and cosine functions can be neglected, such
that only the first item al,k

4 remains. For brevity, we only give

proof for the item
cosωl,kny,nz

2 . The proof for the other items
can be obtained similarly.

For an extremely large-scale RHS, utilizing the polar coor-
dinate transformation y−dk/dl = ρ cosϑ, z−zk/dl = ρ sinϑ,

the integral in (17) corresponding to the item
cosωl,kny,nz

2 is

1

2

∫∫
R2

e−αdl
√

(y−yk/dl)2+(z−zk/dl)2√
1− 2yΦl − 2zΘl + y2 + z2

· cosωl,kny,nzdydz

=
1

2

∫ 2π

0

∫ +∞

0

hϑ(ρ) cos(Blρ+ ηl,k)dρdϑ,

(50)

[G]l,k =

Ny−1

2∑
ny=−Ny−1

2

Nz−1
2∑

nz=−Nz−1
2

λ
√
Gl
√
A · e−jkf ·d

l
ny,nz ·mny,nz · e

−α|rkny,nz | · e−jks·r
k
ny,nz

4π
√
d2
l − 2dlΦlnydy − 2dlΘlnzdz + n2

yd
2
y + n2

zd
2
z

=
λ
√
Gl
√
Ae−jkf ·dl

4πdl

Ny−1

2∑
ny=−Ny−1

2

Nz−1
2∑

nz=−Nz−1
2

e
−α
√

(nydy−yk)2+(nzdz−zk)2−jωl,kny,nz

[∑
l′,k′

al′,k′ (1+cosωl
′,k′
ny,nz

)

2

]
√

1− 2Φl
nydy
dl
− 2Θl

nzdz
dl

+ (
nydy
dl

)2 + (nzdzdl
)2

.

(46)

[G]l,k=
λ
√
Gl
√
Adle

−jkf ·dl

4πdydz

∫∫
A

e−αdl
√

(y−yk/dl)2+(z−zk/dl)2−jωl,k√
1− 2yΦl − 2zΘl + y2 + z2

·

[
L∑
l′=1

K∑
k′=1

al′,k′(1 + cosωl
′,k′

ny,nz )

2

]
dydz, (48)
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(cosωl,kny,nz + j sinωl,kny,nz ) ·

[
L∑
l′=1

K∑
k′=1

al′,k′(1 + cosωl
′,k′

ny,nz )

2

]

=
al,k
4

+ al,k

(
cosωl,kny,nz

2
+

cos 2ωl,kny,nz
4

)
+
∑
l′ 6=l

∑
k′ 6=k

al′,k′

[
cosωl,kny,nz

2
+

cos(ωl,kny,nz + ωl
′,k′

ny,nz )

4

+
cos(ωl,kny,nz−ω

l′,k′

ny,nz )

4

]
+j ·

∑
l′,k′

al′,k′

[
sinωl,kny,nz

2
+

sin(ωl,kny,nz+ωl
′,k′

ny,nz )

4
+

sin(ωl,kny,nz−ω
l′,k′

ny,nz )

4

]
.

(49)

where hϑ(ρ) = ρe−αdlρ√
(ρ cosϑ+yk/dl−Φl)2+(ρ sinϑ+zk/dl−Θl)2+Ψ2

l

,

Ψl = sin θl cosϕl, Bl = dl[|ks| − |kf |· (Φl cosϑ+ Θl sinϑ)],
ηl,k = |kf |(ykΦl + zkΘl). For a fixed ϑ, by utilizing integra-
tion by parts we have∫ +∞

0

hϑ(ρ) cos(Blρ+ ηl,k)dρ

(a)
= − 1

Bl

∫ +∞

0

hϑ(ρ) sin(Blρ+ ηl,k)dρ

=
1

B2
l

h′ϑ(0) cos ηl,k −
1

B2
l

∫ +∞

0

h′′ϑ(ρ) cos(Blρ+ ηl,k)dρ

=
1

B2
l

· cos ηl,k

[(yk/dl − Φl)2 + (zk/dl −Θl)2 + Ψ2
l ]

3
2

−

1

B3
l

∫ +∞

0

h′′ϑ(ρ)d sin(Blρ+ ηl,k),

(51)

where in (a) we utilize hϑ(0) = hϑ(+∞) = 0. Since Bl ≥
dl(|ks| − |kf |) has a magnitude of 103, the first item in (51)
has a magnitude of 10−6 and the second item has a magnitude

of 10−9. The integral corresponding to
cosωl,kny,nz

2 can then be
neglected. This completes the proof.

APPENDIX C
PROOF OF PROPOSITION 2

Without loss of generality, we assume that Il,1 ≥
Il,2 ≥ · · · ≥ Il,K . Therefore, we have

∑K
k=2 a

2
l,kI

2
l,k ≤

I2
l,1

∑K
k=2 a

2
l,k ≤ I2

l,1

∑K
k=2 al,k · (

∑K
k=1 al,k) ≤ I2

l,1(al,1 +∑K
k=1 al,k)

∑K
k=2 al,k, which is equivalent to

K∑
k=2

a2
l,kI

2
l,k ≤ I2

l,1(al,1 +
K∑
k=1

al,k)(−al,1 +
K∑
k=1

al,k)

⇔
K∑
k=1

a2
l,kI

2
l,k ≤ (

K∑
k=1

al,k)2I2
l,1,

(52)

where the equality holds when al,k satisfies{
al,k 6= 0, k = 1,

al,k = 0, k 6= 1
. This completes the proof.

APPENDIX D
PROOF OF PROPOSITION 3

We first prove that the solution given by (29) is the
only interior maximum point of problem (19). Since the
Hessian matrix of

∑L
l=1 log2(1 + Ila

2
l ) with respect to al is

diag{ 1−Ila2l
(1+Ila2l )

2 · 2Il
ln 2}, the maximum point of problem (19)

must satisfy 1 − Ila2
l ≤ 0, ∀l. For each user l, the equation

∂L/∂al = 0 has two solutions al = 1
β ln 2 ±

√
1

(β ln 2)2 −
1
Il

,

and 1− Ila2
l can then be given by

1−Ila2
l =2

√
Il

(β ln 2)2
−1

(
∓

√
Il

(β ln 2)2
−

√
Il

(β ln 2)2
−1

)
.

(53)
Therefore, the maxima is achieved only when al = 1

β ln 2 +√
1

(β ln 2)2 −
1
Il

.

We now prove that when min
l
Il ≥ 12(L− 1)2, the solution

given by (29) is the global maximum point of problem (19),
i.e., the maxima can not be achieved on the boundary of the
feasible region {

∑
l=1 al = 1, al ≥ 0,∀l}. We prove this by

contradiction. Suppose there exists an optimal solution al such
that al = 0 for at least one user l. Without loss of generality,
we assume that I1 ≤ I2 ≤ · · · ≤ IL. Note that if Il1 ≥ Il2 ,
then al1 ≥ al2 , otherwise exchanging the values of al1 and
al2 will lead to an increase of the capacity, which contradicts
the optimality of al. Therefore, a1 ≤ a2 ≤ · · · ≤ aL, and
thus, a1 = 0 and aL ≥ 1

L−1 . Define another feasible solution

bl =

{
aL
2 l = 1, L,

al, 2 ≤ l ≤ L− 1
. When I1 ≥ 12(L− 1)2, we have

L∑
l=1

log2(1 + Ilb
2
l )−

L∑
l=1

log2(1 + Ila
2
l )

= log2[(1 +
1

4
I1a

2
L)(1 +

1

4
ILa

2
L)]− log2(1 + ILa

2
L)

> log2(1 +
1

4
ILa

2
L +

1

16
ILa

2
L · I1a2

L)− log2(1 + ILa
2
L)

≥ log2(1 +
1

4
ILa

2
L +

1

16
ILa

2
L · 12)− log2(1 + ILa

2
L) = 0,

(54)

indicating that the capacity corresponding to {bl} is larger
than that of {al}, which contradicts the optimality of al.
Therefore, the maxima can not be achieved on the boundary
of the feasible region and the solution given by (29) is the
global optimal solution to problem (19).

APPENDIX E
PROOF OF PROPOSITION 5

According to (14) and (32), the data rate of user l is Rl =
log2

(
1 + Pl

σ2 (GlVl)(GlVl)
H
)
, where Gl is the l-th row of
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G. Based on (32), (GlVl)(GlVl)
H can be rewritten as

(GlVl)(GlVl)
H = GlVlV

H
l GH

l = Gl
Wl

|Wl|
WH

l

|Wl|
GH
l .

(55)
Since W = GH(GGH)−1, we have GlWlW

H
l GH

l =
[GGH(GGH)−1]l,l[GGH(GGH)−1]Hl,l = 1. Therefore,
(GlVl)(GlVl)

H can be further expressed as

(GlVl)(GlVl)
H =

1

|Wl|2
=

1

[WHW]l,l

=
1

[(GGH)−1GGH(GGH)−1]l,l
=

1

[(GGH)−1]l,l
.

(56)

This completes the proof.

APPENDIX F
PROOF OF LEMMA 3

Based on the expression of Il,k given in (22), for
an extremely large-scale RHS satisfying Ny → ∞
and Nz → ∞, Il,k can be rewritten as Il,k =
1
dl

∫∫
R2

e−α
√
u2+v2dudv√

(u+yk−dlΦl)2+(v+zk−dlΘl)2+(dlΨl)2
, where Ψl =

sin θl cosϕl. Utilizing the polar coordinates, we define yk −
dlΦl = tl,k cos δl,k and zk−dlΘl = tl,k sin δl,k. We then have
Il,k = 1

dl

∫ 2π

0

∫ +∞
0

ρe−αρ√
ρ2+t2l,k+(dlΨl)2+2ρtl,k cos(δl,k−ϑ)

dϑdρ.

Due to the periodicity of the cosine function, the val-
ue of δl,k does not influence Il,k, and thus, we assume
that δl,k = 0. Il,k can then be simplified as Il,k =

1
dl

∫ +∞
−∞

(∫ +∞
−∞

e−α
√
u2+v2√

(u+tl,k)2+v2+(dlΨl)2
du

)
dv. The derivative

of Iv(tl,k) =
∫ +∞
−∞

e−α
√
u2+v2√

(u+tl,k)2+v2+(dlΨl)2
du can then be given

by

I ′v(tl,k) =

∫ +∞

−∞

d

dtl,k

[
e−α

√
u2+v2√

(u+ tl,k)2 + v2 + (dlΨl)2

]
du

=

∫ +∞

−∞

−(u+ tl,k)e−α
√
u2+v2

[
√

(u+ tl,k)2 + v2 + (dlΨl)2]
3
2

du

=

∫ +∞

−∞

−ue−α
√

(u−tl,k)2+v2

[
√
u2 + v2 + (dlΨl)2]

3
2

du

=

∫ +∞

0

u(e−α
√

(u+tl,k)2+v2 − e−α
√

(u−tl,k)2+v2)

[
√
u2 + v2 + (dlΨl)2]

3
2

du.

(57)

Since (u + tl,k)2 ≥ (u − tl,k)2 when u ≥ 0 and tl,k ≥ 0,
I ′v(tl,k) ≤ 0, and thus, Il,k decreases as tl,k grows. There-
fore, Il,k decreases as dl,k =

√
t2l,k + (dlΨl)2 grows. This

completes the proof.

APPENDIX G
PROOF OF PROPOSITION 6

When the feed closest to each user is different, without
loss generality, it can be assumed that k∗l = l,∀l. Bases on
Proposition 3, we have{

al,k 6= 0, k = l,

al,k = 0, k 6= l.
⇒

{
[G]l,k 6= 0, k = l,

[G]l,k = 0, k 6= l.
(58)

Therefore, G is a diagonal matrix, and thus, GGH is also
a diagonal matrix satisfying [(GGH)−1]l,l = [(GGH)]−1

l,l .
According to (34), the sum rate with ZF precoding of the
HDMA wireless communication system can be expressed as

R =
L∑
l=1

Rl =
L∑
l=1

log2

(
1 +

Pl

σ2[(GGH)−1]l,l

)

=
L∑
l=1

log2

(
1 +

Pl
σ2

[(GGH)]l,l

)
= C.

(59)

Since m given in (30) is the optimal holographic pattern
maximizing the capacity, the sum rate with ZF precoding can
achieve the asymptotic capacity.

APPENDIX H
PROOF OF LEMMA 4

Based on the expression of I given in (41), I can
be rewritten as (60), where the integral domain A′ ={

(y, z)
∣∣∣0 ≤ y ≤ Nydy

2dl
, 0 ≤ z ≤ Nzdz

2dl

}
. Define f(x) = (1 +

x)−
1
2 + (1 − x)−

1
2 , where |x| = | 2yΦ±2zΘ

1+y2+z2 | ≤
2
√
y2+z2

√
Φ2+Θ2

1+y2+z2 . Since f ′(x) = 1
2 [(1 − x)−

3
2 − (1 + x)−

3
2 ],

f ′(x) < 0 when x < 0, and f ′(x) > 0 when x > 0,
implying that f(x) decreases monotonously when x < 0
and increases monotonously when x > 0. Therefore, the
upper bound and lower bound of f(x) can be given by

2 ≤ f(x) ≤ f(± 2
√
y2+z2

√
Φ2+Θ2

1+y2+z2 ). The upper bound and
lower bound of I can then be obtained. This completes the
proof.

APPENDIX I
PROOF OF PROPOSITION 7 AND PROPOSITION 8

For an extremely large-scale RHS, the first item in (42) can
be upper bounded by

1

2

∫∫
R2

e−αd
√
y2+z2√

1− 2
√

(y2 + z2)(Φ2 + Θ2) + y2 + z2

dydz

= π

∫ +∞

0

ρe−αdρ√
1− 2Ωρ+ ρ2

dρ = π

∫ +∞

0

ρe−αdρ√
(ρ− Ω)2 + Ψ2

dρ

= π · e−αdΩ

∫ +∞

−Ω

(ρ+ Ω)e−αdρ√
ρ2 + Ψ2

dρ

≤ π · e−αdΩ

(∫ 0

−Ω

(ρ+ Ω)e−αdρ

Ψ
dρ+

∫ +∞

0

ρe−αdρ√
ρ2 + Ψ2

dρ

+Ω

∫ +∞

0

e−αdρ√
ρ2 + Ψ2

dρ

)

=
π[1− (αdΩ + 1)e−αdΩ]

α2d2Ψ
+ πe−αdΩ(I1 + ΩI2),

(61)

where Ω =
√

Φ2 + Θ2, Ψ = sin θ cosϕ. I1 and I2 can be
expressed as

I1 =

∫ +∞

0

ρe−αdρ√
ρ2 + Ψ2

dρ

=
4− παdΨY1(αdΨ)− παdΨH−1(αdΨ)

2αd
,

(62)
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I =

∫∫
A′

e−αd
√
y2+z2√

1+y2+z2

[(
1− 2yΦ + 2zΘ

1 + y2 + z2

)− 1
2

+

(
1 +

2yΦ + 2zΘ

1 + y2 + z2

)− 1
2

+

(
1− 2yΦ− 2zΘ

1 + y2 + z2

)− 1
2

+

(
1 +

2yΦ− 2zΘ

1 + y2 + z2

)− 1
2

]
,

(60)

[G]l,k =
λ
√
Gl
√
Adle

−jkf ·dl

4πdydz

∫∫
A

e−jkf ·rny,nz√
1− 2yΦl − 2zΘl + y2 + z2

· e
jφkny,nz
√
N

dydz

=
λ
√
Gl
√
Adle

−jkf ·dl

4πdydz
√
N

∫∫
A

e−jkf ·rny,nz√
1− 2yΦl − 2zΘl + y2 + z2

· ejφ
k
ny,nz dydz.

(67)

I2 =

∫ +∞

0

e−αdρ√
ρ2 + Ψ2

dρ =
π

2
[H0(αdΨ)−Y0(αdΨ)], (63)

where Yν(·) is the Bessel function of the second kind, Hν(·)
is the Struve function. The second item in (42) can be upper
bounded by

1

2

∫∫
R2

e−αd
√
y2+z2√

1 + 2
√

(y2 + z2)(Φ2 + Θ2) + y2 + z2

dydz

≤ 1

2

∫∫
R2

e−αd
√
y2+z2√

1 + y2 + z2
dydz = π

∫ +∞

0

ρe−αdρ√
1 + ρ2

dρ

= π
4− παdY1(αd)− παdH−1(αd)

2αd
.

(64)

Based on (61) and (64), the upper bound of the data rate in
the single-user case given by (40) can be obtained as

Rs ≤ log2

(
1 +

Pλ2GAd2

256σ2d2
yd

2
z

[
e−αdΩ(I1 + ΩI2) +

1− (αdΩ + 1)e−αdΩ

α2d2Ψ
+

4− παdY1(αd)− παdH−1(αd)

2αd

]2
)
,

(65)

where I1 and I2 are given in (62) and (63), respectively. Note
that the lower bound of I given in (42) can be directly derived
from (64). Therefore, the lower bound of the data rate can be
obtained as

Rs ≥ log2

{
1 +

Pλ2GAd2

256σ2d2
yd

2
z

·[
4− παdY1(αd)− παdH−1(αd)

αd

]2
}
.

(66)
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In the HDMA system, since when the physical dimen-
sion of the RHS along the y-axis and z axis are fixed,
i.e., Nydy and Nzdz are constants, the integral domain A
in (14) is fixed and the integrand is independent of dy
and dz . Therefore, the integral in (17) is independent of
dy and dz , and thus, [G]l,k ∝ (dydz)

−1, indicating that
[GGH ]l,l =

∑K
k=1 |[G]l,k|2 ∝ (dydz)

−1. Since the capacity

C is
∑L
l=1 log2

(
1 + Pl

σ2 [GGH ]l,l

)
and Pl

σ2 [GGH ]l,l � 1, C
decreases logarithmically as the inverse square of the element
spacing dy and dz grows, i.e., C ∝ log2(dydz)

−1. Moreover,
since element number N = NyNz ∝ (dydz)

−1, the capacity
also increases logarithmically with the element number N , i.e.,
C ∝ log2N .

In the traditional SDMA system, similar to the proof given
in Appendix 1 (i.e., Proposition 1), the equivalent channel
[G]l,k between the RF chain k and user l can be expressed
as (67) [27], where A =

{
(y, z)

∣∣∣|y| ≤ Nydy
2dl

, |z| ≤ Nzdz
2dl

}
is the integral domain, { e

jφkny,nz√
N
} is the precoding matrix

in SDMA [10]. When the physical dimension of the RHS
along the y-axis and z-axis are fixed, i.e., Nydy and Nzdz are
constants, the integral domain A is fixed and the integrand is
independent of dy and dz . Therefore, the integral in (67) is
independent of Ny and Nz , and thus, [G]l,k ∝ (N)

1
2 , indicat-

ing that [GGH ]l,l =
∑K
k=1 |[G]l,k|2 ∝ N . Since the capacity

C is
∑L
l=1 log2

(
1 + Pl

σ2 [GGH ]l,l

)
and Pl

σ2 [GGH ]l,l � 1,
C increases logarithmically with the element number N , i.e.,
C ∝ log2N . This completes the proof.
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